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ABSTRACT

In this study, we apply an artificial viscosity method to convert an unsteady level set (LS) convection equation into an unsteady LS convection-diffusion transport equation to stabilize the numerical solution of the convection term. Then a novel least-square polygonal finite element method is used to solve an unsteady LS convection-diffusion problem. The least-squares method provided good mathematical properties such as natural numerical diffusion and the positive definite symmetry of the resulting algebraic systems for the convection-diffusion and re-initialization equations. The proposed method is evaluated numerically in two different benchmark problems: a rigid body rotation of Zalesak’s disk, and a time-reversed single-vortex flow. In comparison with conventional triangular (T3) and quadrilateral (Q4) elements, polygonal elements are capable of providing greater flexibility in mesh generation for complicated problems as well as more accurate in solving the LS equations. In addition, the numerical results are also compared with the results which obtained from essentially non-oscillatory type formulations and particle LS methods. The results show that the proposed method completely matches the previously published results.
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1. Introduction

Level set method (LSM) the most common method for numerical simulation of moving interfaces and is increasingly expanding into many engineering fields because of its good properties. The basic idea of this method is solving an unsteady LS convection equation for an auxiliary function \( \phi \) whose zero level set defines the shape of the free interface [1, 2]. However, solving this equation often gives the result that has the oscillation of the solution (weak solution) caused by the convection term. To solve this issue, Osher and Fedkiw (2003) [3] proposed an artificial viscosity method which was performed by adding an artificial diffusion term into the right-hand side of the unsteady LS convection equation. Their results show that artificial diffusion term is effective in eliminating the oscillation of the solution.

In a typical process, the solution of LS equation is usually initialized by a signed distance function (SDF) satisfying the Eikonal equation, i.e. \(|\nabla \phi| = 1\) [2]. In moving process of interface, the SDF property is generally lost and causes the LS function to become too flat or too steep. This problem can be solved by using the re-initialization techniques [4–7]. Sussman et al. (1994) [4] presented a re-initialization method in which a hyperbolic partial differential equation (PDE) is solved to steady state. Their results show that one needs to re-initialize after every time step in order to keep the solution accurate. However, this method leads to significant displacements of the interface, and the time reaches steady state is too long. Elias et al. (2007) [7] proposed a new method for computing distance functions in unstructured grids imposing the satisfaction of Eikonal equation at element level. This method is easy to implement and can be readily employed in finite element solvers since all information necessary is available or is readily built as derived data structures.

Note that most of the above studies are all focused on T3 and Q4 elements to solve the 2D problems. Meanwhile, both these elements have certain advantages and disadvantages. T3 elements are suitable
for forming mesh with complex geometries, but its accuracy and solution convergence are low. On the contrary, the accuracy and solution convergence of Q4 elements are high, but its meshing ability is difficult. In recent years, polygonal finite elements with a lot of good features have been widely applied in mechanics problems. However, using it into LSM is still limited. Compared to T3 and Q4 elements, polygonal elements are capable of providing greater flexibility in mesh generation for complicated problems and are sometimes more accurate and provide robust results [8, 9].

In the finite element method (FEM) framework for LSM, using the standard Galerkin method to discrete spatial domain is the simplest and most common method. However, this method will give oscillating solutions [5]. Therefore, many previously researches have been introduced to obtain a stable FE solution such as streamline-upwind Petrov-Galerkin (SUPG) [10], characteristic Galerkin [11], discontinuous Galerkin (DG) [12], Taylor-Galerkin (TG) [13], and standard least-squares [3, 5]. However, the most literatures are limited for T3 and Q4 elements.

In the present study, we also apply the standard least-squares method [3, 5] to solve the LS equation. It is different here that we are not only limited to use the T3 and Q4 elements, but also extend to the polygonal elements. The effectiveness of this method is investigated by some benchmark problems. This paper is organized as follows. The next section presents the theory of the polygonal element (Poly-FEM) for forming mesh with complex geometries, but its accuracy and solution convergence are low. On the contrary, the accuracy and solution convergence of Q4 elements are high, but its meshing ability is difficult. In recent years, polygonal finite elements with a lot of good features have been widely applied in mechanics problems. However, using it into LSM is still limited. Compared to T3 and Q4 elements, polygonal elements are capable of providing greater flexibility in mesh generation for complicated problems and are sometimes more accurate and provide robust results [8, 9].

In the finite element method (FEM) framework for LSM, using the standard Galerkin method to discrete spatial domain is the simplest and most common method. However, this method will give oscillating solutions [5]. Therefore, many previously researches have been introduced to obtain a stable FE solution such as streamline-upwind Petrov-Galerkin (SUPG) [10], characteristic Galerkin [11], discontinuous Galerkin (DG) [12], Taylor-Galerkin (TG) [13], and standard least-squares [3, 5]. However, the most literatures are limited for T3 and Q4 elements.

In the present study, we also apply the standard least-squares method [3, 5] to solve the LS equation. It is different here that we are not only limited to use the T3 and Q4 elements, but also extend to the polygonal elements. The effectiveness of this method is investigated by some benchmark problems. This paper is organized as follows. The next section presents the theory of the conventional level set evolution (LSE) method. Section 3 focuses on the formulation of the polygonal finite element method (Poly-FEM) for level set evolution. The numerical results are presented and discussed in Section 4. Finally, some conclusions are drawn in Section 5.

2. Conventional level set evolution

2.1. Implicit level set representation

![Figure 1. Level set description of a two-dimensional design: (a) Level set model; (b) Computational domain](image)

In the LSM [5], we consider a moving interface $\partial \Omega$ which implicitly represented by the zero value of the LS function $\phi(x)$, i.e. $\partial \Omega = \{ x \in D : \phi(x) = 0 \}$. Therein, $D \subset \mathbb{R}^2$ is a computational domain containing a subdomain $\Omega$ so that $\Omega \subset D$. The LS function illustrated in Figure 1 and has the following properties:

$$\begin{align*}
\phi(x) < 0 & \iff \forall x \in \Omega \setminus \partial \Omega \\
\phi(x) = 0 & \iff \forall x \in \partial \Omega \\
\phi(x) > 0 & \iff \forall x \in D \setminus (\Omega \cup \partial \Omega)
\end{align*}$$

In Eq. (1), $\Omega$ is a region bounded by the moving interface $\partial \Omega$. The evolution of this interface is specified by solving an unsteady LS convection equation [1]

$$\forall x \in D, \quad \frac{\partial \phi}{\partial t} - (\mathbf{v} \cdot \nabla) \phi = 0 \quad \text{with} \quad \phi(x, 0) = \phi_0(x)$$

where $\phi_0(x)$ is an initial LS function and it contains signed SDF property, i.e. $|\nabla \phi_0(x)| \equiv 1$; $t$ is the pseudo time variable; $\mathbf{v} = \mathbf{v}(x, t)$ is the velocity field. In order to stabilize the numerical solution of
the convection term \((\bm{v} \cdot \nabla)\phi\) in Eq. (2), an artificial viscosity (diffusion) term \(\nabla \cdot (\varepsilon \nabla \phi)\) is generally added to the right-hand side of Eq. (2) [3], where \(\varepsilon\) is a very small viscosity coefficient. In summary, the LS equation (2) can be rewritten as an unsteady LS convection-diffusion transport equation:

\[
\frac{\partial \phi}{\partial t} + (\bm{v} \cdot \nabla)\phi - \nabla \cdot (\varepsilon \nabla \phi) = 0 \quad \text{in } \mathcal{D} \times \mathcal{T}
\]

(3)

\[
\phi(x, 0) = \phi_0(x) \quad \text{in } \mathcal{D} \times \{0\}
\]

(4)

where \(\mathcal{T}\) is an interval time for the evolution of the LS function. Since \(\mathcal{T}\) is chosen to be a small interval time between two iterations of the evolutionary process, the convection velocity in (3) is assumed to be independent over \(\mathcal{T}\), i.e. \(\bm{v}(x, t) \equiv \bm{v}(x, 0) =: \bm{v}(x)\). Consequently, the unsteady LS convection-diffusion problem (3) becomes a linear convection problem.

2.2. Level set re-initialization process

During the process of the interface evolution, the LS function may become too steep or too flat near the interface because of cumulative error. To solve this problem, a re-initialization process should be applied to maintain the SDF feature of LS function by solving an Eikonal equation [3–5]. In order to stabilize the numerical solution of the convection term in the Eikonal equation, the artificial viscosity method is also applied. Therefore, we have:

\[
\frac{\partial \psi}{\partial \tau} + (\bm{c} \cdot \nabla)\psi - \nabla \cdot (\varepsilon \nabla \psi) = s(\phi) \quad \text{in } \mathcal{D} \times \mathcal{T}_\tau
\]

(5)

\[
\psi(x, 0) = \phi(x) \quad \text{in } \mathcal{D} \times \{0\}
\]

(6)

where \(\tau\) is the virtual time variable, \(\mathcal{T}_\tau\) is a virtual interval time of the re-initialization process, \(\psi = \psi(x, \tau)\) is a corrected LS function, \(\bm{c}(\phi; x, \tau) := s(\phi)\bm{n}(x, \tau)\) is the characteristic velocity with \(\bm{n}(x, \tau) = \frac{\nabla \psi(x, \tau)}{\max(10^{-8}, |\nabla \psi(x, \tau)|)}\) is the unit outward normal vector, \(s(\phi) := \frac{\phi}{\sqrt{\phi^2 + \varepsilon^2}}\) is smoothed sign function, and \(\varepsilon = 2h\) is the size of the smoothing zone \((h\) is the element size\). Eq. (5) is a nonlinear problem because the characteristic velocity \(\bm{c}(\phi; x, \tau)\) depends on the virtual time \(\tau\).

In this study, we use a semi-implicit fractional-step method [14] to linearize the convection term \((\bm{v} \cdot \nabla)\psi\) in Eq. (5). Therefore, Eq. (5) is split into two time-discretization equations such as

\[
\frac{\psi^{(k+1)} - \psi^{(k)}}{\Delta \tau} + (\bm{c}^{(k)} \cdot \nabla)\psi^{(r)} - \nabla \cdot (\varepsilon \nabla \psi^{(r)}) = 0 \quad \text{in } \mathcal{D} \times [\tau^{(k)}, \tau^{(k+1)}]
\]

(7)

\[
\frac{\psi^{(k+1)} - \psi^{(r)}}{\Delta \tau} = s(\phi) \quad \text{in } \mathcal{D} \times [\tau^{(k)}, \tau^{(k+1)}]
\]

(8)

where \(\Delta \tau\) is the incremental virtual time-step: \(\psi^{(k)}\) and \(\psi^{(k+1)}\) are the LS values at virtual time \(\tau^{(k)}\) and \(\tau^{(k+1)}\), respectively; \(\psi^{(r)}\) are one intermediate LS value at \(\tau^{(r)} \in [\tau^{(k)}, \tau^{(k+1)}]\).

3. Polygonal finite element method for level set evolution

3.1. Poly-FEM for conventional level set evolution

3.1.1. Poly-FEM for implicit level set evolution

From strong form in Eq. (3), we assume \(\mathcal{Q}^t = \{\phi : \phi(x, t) \in \mathbb{H}^1(\mathcal{D}), t \in \mathcal{T}\} \) and \(\mathbb{W} \in \mathbb{H}^1(\mathcal{D})\) are the space of time-independent trial solution and the space of time-independent test function. By using the integration by parts and the divergence theorem, we can rewrite the weak form (3) into the following compact form: for given \(\phi^{(n)} \in \mathcal{Q}^t\), find \(\phi^{(n+1)} \in \mathcal{Q}^t\) such that \(\forall \mathbb{W} \in \mathbb{W}\),

\[
\mathcal{A}(w, \phi^{(n+1)}) + \mathcal{B}(w, \phi^{(n+1)}) = \mathcal{A}(w, \phi^{(n)}) + \mathcal{B}(w, \phi^{(n)})
\]

(9)

with
\[ A(w, \phi^{(n+1)}) = \int_D w \phi^{(n+1)} d\mathcal{D} + \frac{\Delta t}{2} \int_D w (\mathbf{v} \cdot \nabla) \phi^{(n+1)} d\mathcal{D} \]
\[ + \frac{\Delta t}{2} \int_D \epsilon \nabla w \cdot \nabla \phi^{(n+1)} d\mathcal{D} \quad (10) \]
\[ A(w, \phi^{(n)}) = \int_D w \phi^{(n)} d\mathcal{D} - \frac{\Delta t}{2} \int_D w (\mathbf{v} \cdot \nabla) \phi^{(n)} d\mathcal{D} \]
\[ - \frac{\Delta t}{2} \int_D \epsilon \nabla w \cdot \nabla \phi^{(n)} d\mathcal{D} \quad (11) \]
\[ B(w, \phi^{(n+1)}) = \frac{\Delta t}{2} \int_D \phi^{(n+1)} (\mathbf{v} \cdot \nabla) w d\mathcal{D} + \frac{\epsilon \Delta t}{2} \int_D \nabla \phi^{(n+1)} \cdot \nabla w d\mathcal{D} + \]
\[ (\frac{\Delta t}{2})^2 \int_D (\mathbf{v} \cdot \nabla) w (\mathbf{v} \cdot \nabla) \phi^{(n+1)} d\mathcal{D} \quad (12) \]
\[ B(w, \phi^{(n)}) = \frac{\Delta t}{2} \int_D \phi^{(n)} (\mathbf{v} \cdot \nabla) w d\mathcal{D} + \frac{\epsilon \Delta t}{2} \int_D \nabla \phi^{(n)} \cdot \nabla w d\mathcal{D} - \]
\[ (\frac{\Delta t}{2})^2 \int_D (\mathbf{v} \cdot \nabla) w (\mathbf{v} \cdot \nabla) \phi^{(n)} d\mathcal{D} \quad (13) \]

where \( \Delta t \) is the incremental time-step, \( \phi^{(n)} \) and \( \phi^{(n+1)} \) are the LS values at time \( t^{(n)} = (t^{(0)} + n\Delta t) \) and \( \epsilon^{(n+1)} = (\epsilon^{(n)} + \Delta t) \), respectively.

### 3.1.2. Poly-FEM for re-initialization process

Similar as sub-section above, we also apply the standard least-square method for the spatial discretization of Eq. (7). Meanwhile, the standard Galerkin method is applied for the simple problem in Eq. (8). Consequently, the weak formulation of Eqs. (7) and (8) can be written into the following compact form: for given \( \psi^{(k)} \), find \( \{\psi^{(s)}, \psi^{(k+1)}\} \in Q^\tau := \{\psi : \psi(x, \tau) \in H^1(\mathcal{D}), \tau \in \mathcal{T}_r\} \) such that \( \forall w \in \mathcal{W} \)
\[ \frac{A_t(w, \psi^{(s)})}{\text{Stand. Galerkin}} + \frac{B_t(w, \psi^{(s)})}{\text{Stab. terms}} = \frac{A_t(w, \psi^{(k)})}{\text{Stand. Galerkin}} + \frac{B_t(w, \psi^{(k)})}{\text{Stab. term}} \quad (14) \]
\[ \int_D w \psi^{(k+1)} d\mathcal{D} = \int_D w \psi^{(s)} d\mathcal{D} + \Delta t \int_D w s(\phi) d\mathcal{D} \quad (15) \]

with
\[ A_t(w, \psi^{(s)}) = \int_D w \psi^{(s)} d\mathcal{D} + \Delta t \int_D w c^{(k)} \nabla \psi^{(s)} d\mathcal{D} + \Delta t \int_D \epsilon \nabla w \cdot \nabla \psi^{(s)} d\mathcal{D} \quad (16) \]
\[ A_t(w, \psi^{(k)}) = \int_D w \psi^{(k)} d\mathcal{D} \quad (17) \]
\[ B_t(w, \psi^{(s)}) = \Delta t \int_D \psi^{(s)} c^{(k)} \nabla w d\mathcal{D} + \Delta t \int_D \epsilon \nabla \psi^{(s)} \cdot \nabla w d\mathcal{D} + \]
\[ \Delta t^2 \int_D (c^{(k)} \nabla w)(c^{(k)} \nabla \psi^{(s)}) d\mathcal{D} \quad (18) \]
\[ B_t(w, \psi^{(k)}) = \Delta t \int_D \psi^{(k)} c^{(k)} \nabla \phi d\mathcal{D} + \Delta t \int_D \epsilon \nabla \psi^{(k)} \cdot \nabla w d\mathcal{D} \quad (19) \]

### 3.2. Shape functions on arbitrary polygonal elements

**Figure 2.** Wachspress shape functions for polygonal element: (a) Definition of Wachspress coordinates; (b) Wachspress shape function
In Poly-FEM framework, we assume that $\Omega \subset \mathbb{R}^2$ has been partitioned into $n_e$ non-overlapping polygonal elements $\Omega^e$ involving $n_e$ edges and $n_n$ nodes such that $\Omega \approx \Omega^h := \bigcup_{e=1}^{n_e} \Omega^e$. For each polygonal element $\Omega^e$, we will denote with vertices $x_1, x_2, \ldots, x_{n_{ne}}, n_{ne} \geq 3$ in counter-clockwise ordering. For any point $\mathbf{v} \in \Omega^e$, let $h_i(x)$ denote the perpendicular distance of $\mathbf{v}$ to the edge $e_i$, as shown in Figure 2a. We define $\mathbf{p}_i(x) = n_i / h_i(x)$, where $n_i$ is the outward unit normal vector to the edge $e_i = [x_i, x_{i+1}]$, with vertices indexed cyclically $x_{n_{ne}+1} = x_1$. Then the Wachspress shape functions and their gradients are expressed as [15]

$$N_i(x) = \frac{\bar{w}_i(x)}{\sum_{j=1}^{n} \bar{w}_j(x)}$$ \quad \text{with} \quad \bar{w}_i = \det(\mathbf{p}_{i-1}, \mathbf{p}_i) \quad (20)$$

$$\nabla N_i = N_i(\mathcal{R}_i - \sum_{j=1}^{n} N_j \mathcal{R}_j) \quad \text{with} \quad \mathcal{R}_i = \mathbf{p}_{i-1} + \mathbf{p}_i \quad (21)$$

Figure 2b illustrates the Wachspress shape function of a regular polygonal element.

4. Numerical investigations

In this section, two benchmark problems are investigated to show the effective of the present method in solving LS equations. The value of the viscosity coefficient $\varepsilon$ is $10^{-3}$ both the unsteady LS convection-diffusion transport (3) and the Eikonal equation (5) for a rigid body rotation of Zalesak’s disk, and a time-reversed single-vortex flow problem. The re-initialization process is performed after each 5 iterations of the interface evolution process. In the re-initialization process, the LS function is reinitialized after every iteration of the shape evolution by solving 5 virtual time steps.

4.1. Rigid body rotation of Zalesak’s disk

A benchmark rigid body rotation of Zalesak’s disk is considered as the first example. In this example, a slotted disk is centered at $(50, 75)$ in a $100 \times 100$ domain with a radius of 15, a length of 25, and a width of 5. The disk rotates counter-clockwise around the center point $(50, 50)$ by the action of a velocity field. The velocity field is given by

$$\begin{cases}
    u = (\pi/314)(50 - y) \\
    v = (\pi/314)(x - 50)
\end{cases} \quad (22)$$

The disk completes one evolution and returns to the initial position after every 628 time units. We can identify dissipation and dispersion errors of the interface by the following error equation

$$\text{Error} = \sqrt{\frac{\sum_{\phi < \varepsilon} (\phi_{\text{num}} - \phi_{\text{exact}})^2}{M}} \quad (23)$$

where $M$ is the number of nodes at near the interface where the absolute value of $\phi$ is less than $\varepsilon = 2h$ ($h$ is the element size). The change of the error which is defined by Eq. (23) according to the element size of T3, Q4, and polygonal elements are shown in Figure 3a. As shown in this figure, the errors of polygonal elements are smaller than T3 and Q4 elements for fine mesh. In addition, in order to check the area conservation of the proposed method, we also consider the absolute relative area error ($\%$), and this error is given by

$$\varepsilon_M = \left| \frac{A_f - A_i}{A_i} \right| \cdot 100 \quad (24)$$

where $A_f = \int_{\Omega} H(\phi) d\Omega$ is the total area of the slotted disk after one rotation, $A_i$ is the total area of the initial slotted disk, and $H(\phi)$ is a Heaviside function defined by

$$H(\phi) = \begin{cases}
    0 & \text{if } \phi < -\varepsilon \\
    \frac{1}{2} \left[ 1 + \frac{\phi}{\varepsilon} + \frac{1}{\pi} \sin \left( \frac{\pi \phi}{\varepsilon} \right) \right] & \text{if } |\phi| \leq \varepsilon \\
    1 & \text{if } \phi > \varepsilon
\end{cases} \quad (25)$$
where $\varepsilon$ is set to $2h$ ($h$ is the element size). A comparison of the absolute relative area errors between T3, Q4, and polygonal elements for the problem of Zalesak’s disk rotation is performed in Table 1. As shown in Table 1, the polygonal elements are better area conservation than T3, Q4 elements for the same element size.

Table 1. Comparison of the absolute relative area errors (%) between T3, Q4, and polygonal elements for the problem of Zalesak’s disk rotation

<table>
<thead>
<tr>
<th>Element size</th>
<th>T3</th>
<th>Q4</th>
<th>Polygon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1768</td>
<td>0.4909</td>
<td>0.7169</td>
<td>0.5032</td>
</tr>
<tr>
<td>0.9011</td>
<td>0.4439</td>
<td>0.6129</td>
<td>0.2919</td>
</tr>
<tr>
<td>0.6668</td>
<td>0.0965</td>
<td>0.1037</td>
<td>0.0621</td>
</tr>
<tr>
<td>0.5038</td>
<td>0.1327</td>
<td>0.1986</td>
<td>0.1702</td>
</tr>
<tr>
<td>0.3778</td>
<td>0.1164</td>
<td>0.1430</td>
<td>0.1006</td>
</tr>
</tbody>
</table>

In this example, we also investigate the shapes of the slotted disk at $t = 628s$ for the LSE method on the T3, Q4, and polygonal mesh with approximately the same element size as shown in Figure 4. Note that the LSE method may lead to a misleading accuracy of area error due to fortuitous cancellation of inward (negative) and outward (positive) dissipation errors when only area conservation is considered [5]. Especially, we also see that the shape of the slotted disk uses polygonal elements which is the closest similarity to the initial shape.

Figure 4. The shapes of the slotted disk at $t = 628s$ for the LSE method by using T3, Q4, and polygonal elements with approximately the same element size
4.2. Simulation of a time-reversed single-vortex problem

The second example is the problem of a time-reversed single-vortex flow. In this example, a circular fluid is centered at (50, 75) in a 100 × 100 domain with a radius of 15, and it is acted by a velocity field

\[
\begin{align*}
    u &= -\sin^2(\pi x/100) \cdot \sin(\pi y/50) \cdot \cos(\pi t/T) \\
    v &= \sin(\pi x/50) \cdot \sin^2(\pi y/100) \cdot \cos(\pi t/T)
\end{align*}
\]  

(26)

where \( T = 800 \) is the time in which the single-vortex returns its initial circular shape. We can define dissipation and dispersion errors of the interface by the following error equation

\[
\text{Error} = \sqrt{\frac{\sum_{|\phi|<\varepsilon} (\phi_{\text{num}} - \phi_{\text{exact}})^2}{R^2}}
\]  

(27)

where \( R \) is the radius of the circular fluid element. The change of the error that defined by Eq. (27) follows the element size of T3, Q4, and polygonal elements are shown in Figure 3b. As shown in this figure, the polygonal elements give the better solution than the T3 and Q4 for the fine mesh. Besides, the evolution of the single-vortex over time is also investigated. Figure 5 shows the evolution of the single-vortex at \( t = 200, 400, 600, \) and 800s for LSE method on a polygonal mesh with the element size of 0.2834. As shown in this figure, we see that the initial circular fluid element almost remains its initial shape after a cycle with \( T \) of 800s.

Figure 5. The evolution of the single-vortex follows the time for LSE method on a polygonal mesh with the element size of 0.2834: (a) \( t = 200s \ (T/4) \); (b) \( t = 400s \ (T/2) \); (c) \( t = 600s \ (3T/4) \); (d) \( t = 800s \ (T) \)
In this example, we also compare the absolute relative area errors of the present study with the previously published studies as shown in Table 2. Table 2 shows that the present results completely match the previously published results.

**Table 2. Comparison of the absolute relative area errors (%) in the present study with the previously published studies**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.2668</td>
<td>11.046</td>
<td>17.9</td>
<td>1.8</td>
<td>100</td>
</tr>
<tr>
<td>1.1334</td>
<td>2.422</td>
<td>4.2</td>
<td>0.7</td>
<td>39.8</td>
</tr>
<tr>
<td>0.5667</td>
<td>2.408</td>
<td>2.1</td>
<td>0.4</td>
<td>10.3</td>
</tr>
<tr>
<td>0.2834</td>
<td>0.264</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5. Conclusions

This paper applies an artificial viscosity method to convert an unsteady level set (LS) convection equation into an unsteady LS convection-diffusion transport equation to stabilize the numerical solution of the convection term. Thereafter, a novel least-square polygonal finite element method is used to solve an unsteady LS convection-diffusion problem. Besides, the Wachspress coordinates is used with isoparametric mapping on a reference element to construct conforming approximations on meshing structures.

The proposed method is evaluated numerically in two different benchmark problems: a rigid body rotation of Zalesak’s disk, and a time-reversed single-vortex flow. The results show that in comparison with T3 and Q4 elements, polygonal elements provide a great flexibility in mesh design for arbitrary complex-shaped models in solving the LS equations. Especially, the polygonal elements give the better solution than the T3 and Q4 for the fine mesh. In addition, the numerical results are also compared with the results which obtained from essentially non-oscillatory type formulations and particle LS methods. The results show that the proposed method completely matches the previously published results.

In the future, the proposed method can extend for 3D model as well as the different problems of engineering structures.
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